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A B S T R A C T : 

The rapid entry in digital transformation and Covid-19 moved many activities 
to the Internet. The application of cybersecurity tools gives a sense of good 
security condition of the used digital services. This is often how things look on 
the surface, but the problems sometimes is hard to notice. The current study 
presents weaknesses in the still widely used cryptographic algorithm RSA, 
which allows RSA cryptographic keys to be compromised. It demonstrates the 
connection with RNG as the root of all the resulting controversies around the 
issues under consideration. 
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Introduction 

The faster development of modern societies leads to greater digitalization. 
More activities and processes are much more productive and effectively man-
aged by the incorporation of new technologies. All these processes even did 
accelerate and did prove their value when the world was affected by the global 
pandemic of Covid-19. A transformation that would have taken years had to 
happen within months. The societies were pushed to search for different living 
styles much more connected with the technologies. At first glance, it looks that 
the world is prepared for such a technology challenge, and in general, it is like 
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this. At the same time, the number of cybercrimes did rise. The encroachment 
on personal data, encroachment on personal money, and loss of information, 
extortion due to loss of information also escalated to unprecedented levels. All 
of this is a strong indicator that while technology and computing infrastructure 
have met the challenge, we are not ready for strong cybersecurity.1,2,3  

Compliance with cybersecurity requirements is a prerequisite for the security 
and safety of IT infrastructures, digital resources, and personal data protection. 
In this respect, the topics of cryptography and the sufficiently reliable genera-
tion of random numbers that underlie any encryption system are of particular 
interest.4  

For modern cryptography needs, two types of random number generators 
are used – a true random number generator (TRNG) and a pseudo-random num-
ber generator (PRNG).5  

A True Random Number Generator (TRNG) is applied when the RNG needs to 
generate values at a given time that should be unique and should not be re-
peated in subsequent RNG calls.6,7 The numbers obtained with this type of RNG 
are applied to operations that require unique / non-repeating numerical values 
generated over time.8,9 An example of such a situation is the generation of a 
cryptographic key for encoding/decoding data, initialization vectors, initial nu-
merical values (seed) for controlled RNGs, etc.10,11  

Pseudo-Random Number Generator (PRNG): An initial random number from 
the micro or macro world (seed) is used as the basis for this generator, and a 
mathematical formula is used for subsequent numbers. From the initial value, 
by application of a particular algorithm, all random numbers generated subse-
quently originate. Subsequent values, in their order, are reproducible. The only 
unexpected and secret value that should be as unpredictable as possible is the 
initial number, which is the “root” at the base of this sequence and initiates the 
generation of the entire numeric sequence. From this technology are borrowed 
the authentication with One Time Password (OTP), the generation of crypto-
graphic keys derived from the Master Root Key (applied in the compilation of 
portfolios in BlockChain – distributed ledger technology), authentication via 
HMAC, and others. 

Traditional RNG security measures are mostly generalized statistics related 
to deviations from mathematical randomness.12 

The hardware random number generator (HRNG)13 or more True Random 
Number Generator (TRNG) is a device that generates random numbers from a 
physical process, not through an algorithm. This type of generator is radically 
different from those discussed so far because such devices are often based on 
micro-world phenomena that generate low-level, statistically random “noise” 
signals, such as thermal noise, photoelectric effect including beam splitter and 
other quantum phenomena. These stochastic processes are considered com-
pletely unpredictable in theory, unlike the paradigm for generating pseudo-ran-
dom numbers, often applied in computer programs. In general, two main 
sources of practical quantum-mechanical physical probabilities are known: 
quantum mechanics at the atomic or subatomic level and thermal noise (some 
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of which are of a quantum-mechanical origin). Quantum mechanics states that 
some physical phenomena, such as the nuclear decay of atoms, are fundamen-
tally random and generally unpredictable. 

Since the result of quantum mechanical events cannot be predicted, they are 
considered as a “gold standard” for generating random numbers. In fact, one of 
the best random number generators for server systems is considered to be the 
photon-type quantum generator. Such generators are compact enough and can 
fit on a PCB, while at the same time, they have a very high performance rate. In 
many cases, such a hardware module has the capacity to power more than one 
public service server with quality random numbers. 

Regardless of which of the random number generators is applied (uncon-
trolled or controlled), the overall success of the system depends on the statisti-
cal qualities of the produced numbers.14 The rapidly growing demand for fre-
quency bands, increasing volumes of stored data, and performing calculations, 
combined with the growing spectrum of cyber threats, ensure that our need for 
reliable and unpredictable random numbers will only grow in the future.15  

The essence of RSA encryption is that it uses only information that is publicly 
available. With the public key, anyone can encrypt a message they want to send 
to the owner of the private key. This is possible because without knowing the 
values of 𝑝 and 𝑞, no one but the owner of the private key can decode the mes-
sage. Although everyone knows the public key 𝑥 = 𝑝 ∗ 𝑞, this does not give 
them any effective way to find values for 𝑝 or 𝑞. According to a group of re-
searchers years ago, it was thought that even the discovery of a 232-digit num-
ber would take more than 1,500 years of computational time (distributed 
among hundreds of computers) to compromise such a private key. 

On the surface, RSA encryption appears invulnerable. It could be said so far, 
with the exception of one small problem, almost everyone uses the same ran-
dom number generators. An excellent source of entropy is needed to generate 
the high-quality prime numbers that make up the cryptographic keys in RSA. In 
conventional computer systems, sources of quality entropy are relatively scarce 
for such a task. For this reason, seeds derived from quality entropy have been 
widely used for years. The calculations for the new RSA keys are then performed 
through pseudo-random number generators. 

Taking into account these facts, we can turn to a study of recent years, ac-
cording to which a new idea is emerging, looking again at the well-known ex-
ample: Let suppose that Bob and Alice publish public keys online. Because they 
both used the same program to generate random prime numbers, their public 
keys are more likely to have a common prime factor. Factoring Bob or Alice’s 
public keys separately would be almost impossible but finding common factors 
between them is much easier. In fact, the time required to calculate the greatest 
common divisor between two numbers is close to proportional to the number 
of digits in the two numbers. Once the common divisor between Bob and Alice’s 
keys has been identified, it can be invoiced to obtain the basic factorization of 
the two keys. From this point of view, it is possible to decode any messages sent 
to Bob or Alice. 
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Armed with this idea, researchers scanned the Internet and began collecting 
public keys from the algorithm. For this purpose, they collected 6.2 million real 
public keys. They then calculated the greatest common divisor between key 
pairs, compromising a key each time it shared a common factor with other keys. 
In this experiment, they managed to break 12,934 RSA keys. In other words, if 
the technology is used carelessly and the described weaknesses are not over-
come, RSA encryption provides less than 99.8 % security. 

At first glance, this seems like the whole story. Reading the research on the 
subject 16 more closely reveals something more disturbing. According to the au-
thors, they were able to perform the entire calculation in a few hours on a single 
CPU machine. Viewed through the theoretical foundation of RSA, it should be 
assumed that it will take years to calculate the GCD (greatest common divisor) 
between 36 trillion key pairs, rather than hours, according to the study. 

How did they do it? The authors hint in a footnote that their calculation is 
based on an asymptotically fast algorithm that allows them to reduce the time 
to perform the calculations to almost linear. The actual description of the algo-
rithm is kept secret from the reader, perhaps to prevent malicious use. Just a 
few months after the article was published, subsequent reports have already 
discussed in detail various approaches presenting fast algorithms (such as the 
study on quasi-linear GCD computation and factoring RSA modules and even 
showing how to use GPUs to do the calculation with a rough force faster).17  

It is possible to state here that it is not good to disclose information if it is to 
remain secret. On the other hand, if the weaknesses in cryptographic functions 
are not highlighted, we run the risk of being used by malicious individuals with-
out the knowledge of others. In this case, in order to arrive at the results of the 
research, we must turn to the algorithms. 

Given the characteristics of cryptography and the proposed approach, the al-
gorithm will deal with integers having an asymptotically large number of digits. 
Therefore, addition and multiplication will not be considered as fixed and rela-
tive time operations. 

For 𝑛-bit numbers, take 𝑂(𝑛) time. Using a multiplication operation, multi-
plication seems to take 𝑂(𝑛2) time. However, it turns out that there is an algo-
rithm (Schönhage – Strassen algorithm) that works in time 𝑂(𝑛𝑙𝑜𝑔2𝑛𝑙𝑜𝑔𝑙𝑜𝑔𝑛). 

Calculating the GCD using the Euclidean algorithm takes 𝑂(𝑛2𝑙𝑜𝑔𝑛𝑙𝑜𝑔𝑙𝑜𝑔𝑛) 
time. Once again, however, researchers have found a better algorithm that 
works in time 𝑂(𝑛𝑙𝑜𝑔2𝑛𝑙𝑜𝑔𝑙𝑜𝑔𝑛). Fortunately, all of these algorithms have al-
ready been implemented in GMP (GNU MP Subquadratic), the C ++ library for 

working with large numbers. For the rest of the study, we will use the  nota-
tion, a variant of the Big-O notation that ignores logarithmic factors. For exam-
ple, while the calculation of GCD takes time 𝑂(𝑛𝑙𝑜𝑔2𝑛𝑙𝑜𝑔𝑙𝑜𝑔𝑛), in the notation 

we write that it takes time (𝑛). 
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Problem Transformation  

Define the set of public RSA keys with 𝑘1, . . . , 𝑘𝑛, where each key is the product 
of two large prime numbers. Note that 𝑛 is the total number of keys. Instead of 
calculating the GCD of each key pair, we can calculate for each key 𝑘𝑖 GCD of it 
and the product of all other keys ∏ 𝐾𝑡𝑡=1 . If the key 𝑘𝑖 shares one main factor 
with other keys, then this will give the main factor. However, if both main fac-
tors of 𝑘𝑖 are shared with other keys, the calculation will not be able to actually 
extract the individual primary factors. This case may be rare enough and not 
worth paying much attention to.  

Algorithm: 

The algorithm has a slightly unusual recursive structure, as recursion occurs 
in the middle of the algorithm, not at the end. 

At the beginning of the algorithm, all we have are the keys: 𝑘1, 𝑘2, 𝑘3, . .. 

The first step of the algorithm is to connect the keys and calculate their re-
sults: 𝑗1 = 𝑘1𝐾2, 𝑗2 = 𝑘3𝐾4, 𝑗3 = 𝑘5𝐾6, . .. 

Then in recursion on the sequence of numbers 𝑗1, … , 𝑗𝑛 is calculated: 𝑟1 =
𝐺𝐶𝐷(𝑗1, ∏ 𝑗𝑡𝑡<>1 ), 𝑟2 = 𝐺𝐶𝐷(𝑗2, ∏ 𝑗𝑡𝑡<>2 ), 𝑟3 = 𝐺𝐶𝐷(𝑗3, ∏ 𝑗𝑡𝑡<>3 ),… 

The goal is to calculate 𝑠𝑖 = 𝐺𝐶𝐷(𝑘𝑖 , ∏ 𝑘𝑡𝑡<>𝑖 ) for each 𝑘𝑗 key. The im-

portant thing here is that when 𝑖 is odd, 𝑠𝑖  can be expressed as 𝑠𝑖 =
𝐺𝐶𝐷(𝑘𝑖, 𝑟(𝑖+1)/2𝑘𝑖+1) and that when 𝑖 is even, 𝑠𝑖  can be expressed as 𝑠𝑖 =

𝐺𝐶𝐷(𝑘𝑖, 𝑟𝑖/2𝑘𝑖−1). 

To understand why this is so, one can check whether the expression on the 
right side of GCD is guaranteed to be a multiple of 𝑠𝑖 = 𝐺𝐶𝐷(𝑘𝑖, ∏ 𝑘𝑡𝑡<>𝑖 ), 
while also being a divisor of ∏ 𝑘𝑡𝑡<>𝑖 . This, in turn, suggests that the GCD cal-
culation will be exactly 𝐺𝐶𝐷(𝑘𝑖, ∏ 𝑘𝑡𝑡<>𝑖 ) as expected. 

Execution time: 

Let 𝑚 denote the total number of bits needed to write 𝑘1, . . . , 𝑘𝑛. Each time 
the algorithm is repeated, it is ensured that the total number of bits in the re-
cursion entry is not higher than the previous recursion level. This is because new 
entries are products of pairs of elements from old ones. 

Therefore, each of the levels of 𝑂(𝑙𝑜𝑔𝑛) of recursion acts on input with a 
total size of 𝑂(𝑚) bits. In addition, the arithmetic operations in each recursion 
level take the most time (𝑚). Thus, the total operating time of the algorithm 
is also time (𝑚) (since the recursion levels 𝑂(𝑙𝑜𝑔𝑛) can be learned in the no-
tation O-tilde). 

If we expand the working time in standard Big-O notation, we get 
𝑂(𝑚𝑙𝑜𝑔3𝑚𝑙𝑜𝑔𝑙𝑜𝑔𝑚). 

Is the approach practical? 
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At first glance, the triple logarithmic factor may seem to preclude the use of 
this algorithm. But in another study, it turns out that this presentation is quite 
reasonable. Cloostermans found that the algorithm takes approximately 7.65 
seconds per thousand keys,18 which means that it will take just over 13 hours to 
execute 6.2 million keys. 

It also turns out that one of the LOG factors can be eliminated using another 
approach that avoids GCD calculations altogether, except at the first level of 
recursion, as evidenced, for example, by Heninger et al.19 This improved algo-
rithm takes about 4.5 seconds per thousand keys, resulting in a total run time 
of about 7.5 hours to work with 6.2 million keys. This, the calculation, which 
should take years, comes down to hours. All that is needed is the application of 
recursion, time series analysis to exploit the weakness in generating random 
numbers in systems. 

In conclusion, it can be said that the weaknesses do not stem from an error 
in the arithmetic of RSA. They come from the technological weakness with 
which RSA is implemented. Computer systems, if they are of a newer genera-
tion, have hardware and software improvements that allow them to generate 
quality random numbers. However, the danger of this vulnerability remains. 
Therefore, RSA needs really big random numbers. The current criteria for a re-
liable RSA key is a minimum of 2048 bits, and the recommended length is even 
4096 bits. Other studies have also found that between 4096, 8192, and 16384 
bits of an RSA key, the greater security of larger keys is minimal. The reason also 
comes from the limitations of random number generators. Larger RSA switches 
require extremely large real random numbers, which are extremely difficult to 
obtain in a computer system. Even if the silicon module for HwRng is used for 
this purpose, the entropy buffer is 4096 bits, and it accumulates slowly, with 
the limitations coming from the technology. When using RSA cryptography in 
systems with significantly less hardware such as IoT, the generation of RSA keys 
will be even weaker. Again, the reasons are the same, and this type of device 
often does not have specialized hardware to enrich the entropy. For this reason, 
many such devices often become easy victims in cyber attacks. 

Thus, at the heart of any encryption system is an algorithm and a generator 
for random numbers. Therefore, no matter how complex encryption algorithms 
are applied, they are considered to be as vulnerable as the random number gen-
erator that underlies this system. 

The efficiency of RNG is measured by the degree of entropy to generate ran-
dom numbers. 

The complexity of analyzing a given random number generator is a function 
of the quality of its entropy, seasonality, and tendency to collide. These are the 
moments when the random number generator will generate a value that is a 
cyclic or value field, which leads to the repetition or generation of a new but 
expected value. Through time series mathematics, it is possible to determine 
the entropy over time, and it is likely to calculate (predict) the possible future 
reappearance of the data. The detection of seasonality in the obtained values, 
deviations, or collisions may also indicate weaknesses of the random number 
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generator. If the generator is of good quality, then it will follow the analysis of 
a very large number of statistical values from a numerical array generated with 
a high degree of entropy and unpredictability, which will be very resource-in-
tensive and complex. This will also make it very attack-resistant throughout the 
cryptography associated with this generator. 

 

Conclusions 

The study of the presented weaknesses in the asymmetric RSA algorithm is of 
high importance for a more secure and fast transition to the modern digital 
transformation. Hardware solutions that could significantly support the quality 
of RNG in computer systems have been listed. Such solutions would significantly 
affect the security of modular cryptography. The study also reveals an RSA’s 
cryptographic security problems when using it. It would lead to searching for 
replacement of modular cryptography with other solutions that are more se-
cure when using the widespread in computer systems RNG solutions. 
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